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Summary

Aprocedure for obtaining the approximation of the first' two moments and
the probability distribution-of the sample Gini's coefficient has been discus
sed using some results on order statistics.
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Introduction

The measurement of inequality ofincome is often presented in terms
of the Gini's coefficients or Lorenz's concentration ratio (Kendall and
Stuart [4]; Kakwani [5]) estimated from the random sample from the
concerned population. The sampling distribution and the moments of the
sample Gini's coefficient will be useful for the comparison of income
inequalities across several populations. The moments ofGini's coefficient
have been considered by lyengar [6] for log normal population. This
paper attempts to provide results for any population in general.

Let fix) and F(x) denote respectively the probability density function
and distribution function of arandom variable Z(for esample, income)
on apopulation U. Gini's coefficient Gfor the population (distribution)
11 is defined as the ratio of absolute mean diflference Aand the mean jx
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of the populatioEi. (Kendall and Stuart [4], p. 48.)

G = A/(2ti) , (1)

'A = 7 J \x-y\f{x)f{y)dxdy
— 00 —m • • -

00 ' • , K * ' '

(i = J xf(x)dx '
— ®

For estimating G consider a random sample Xi, Xi,l. . . ,Xn of size n from
the population n. The estimate g of G is given by the ratio of unbiased
estimates 8 of A and x of f.

>=S/(2x) . ^ (2)

where

S = (l//i.(« - i)) S S ( jCi —
ij . • . -

S = (l/w)Sxi
I

It has been established that

jF(8) = A . - , - -

and Var (8) = (1/n (« - 1)) (4<t» + 4(n - 2) / - 2 (2n - 3) A*)

where £(•) and Vat (•) stand for expectation and variance respectively
with respect to the population IT, and ,

y= j " |x-;;| \x- z\f{x) f{y) f{z) dx dy dz
. — 00 — CO — eo •

= 4J + W}^/FW+ _o«

X

'I'lW = J ufiMidu

Of'is the variance of a; in the population n.

It is evident that the evaluation of the variance of 8 involves aii integral
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which could be complicated and we -will still require, the information on
covariance of 8 and x for obtaining the variance of g.

.. In Section 2 results are obtained for the variance and probability distri
bution function of g using an alternative expression for variance of Sand
the properties of order statistics. , .

It is easy to note the algebraic identity (David [2], p. 216)

(1/4) S £ I;c. I= S (i-(n+ l)/2) xu) :
i j i=l

. -'j '

where X(i) < x^) < . . . < xm represents the ordering of the sample
:V2, • • • , in increasing order. Thus

g = (l/« (« - D) 4 S (/ - (« + l)/2) xinlilx)
i=l

= 2S/(« -])-(«+ I)/(n - 1) . (3)

where

nnnn

S ixii)l S ;c/= S S xu)
(=1 i=l /=1 1=1

Simplification of the results for some specific distributions such as
Normal, Log normal, Uniform 'and Pareto distributions has been suggest
ed in Section 3.

2. Main Results

We shall need the following lemmas;

Lhmma 1 (Kendall and Stuart [4], pp. 246-247). For random variables
Xi and Xi, an approximation for the expectation and variance of the
ratio xilxz are

E(xjx,) = EixMx,). .

Wsir{xJx,) = (E(x,)lE(x,))HyiiTix^)l(Eixi))'

+ Yiir{x,)mx,W - 2Cov(^i. x,)l{E(xd E^x,))) (4)

Lbmma 2 (David [2], p. 81). //X(]) < JCja) < . . . < X{„) represent the
order statistics for the random sample Xi, x^, . . . , Xn of size n drawn,
from population with distribution function Fix) and probability density
function fix), then upto order Ijn^, we have-thefollowing
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EM=Ql +p,q,Q'^li2{n + 2)) .

+ P,qr[(qr - Pr) + Prgr + 2)' (5)

Var {X(T)) = Prqt {Q\yKn + 2)

+ P,qr [2{qr - Pr) QI Q\' + Prq, (Ql er + (Qim] ,

/(n + 2)r. (6)

Cov (X(r), X(,,) = PTq> Ql QI /(« + 2)

: , +P,qs[(qr-Pr)QyQl+(q, -Ps)erel'

+ p,qr Ql''Ql 12 + Psq. Ql QY'IZ + Prqs Q^ QVI2]
/(« + 2)V (7)

where

Pr = r!{n + I), = 1 - /'r

Qr = Q{pr)

• F(Qr) = F{Qipr)) = P,

Q\ = dQrIdpr, e:' = d* Q,ldpl ,Ql'' = d' Qrldpl :

Qll" = d'QrIdp*
I

These results upto order (h + 2)"' have been presented by David and
Johnson [1].

We now have the main theorem.

Theorem 1. Against above background,
\

(i) the expected value and variance of thesample Gini's coefficient g are
given by

E{g) = 2 i £(x(o)/(n (« - 1) m) - (« + !)/(« - 1). (8)
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Var ig) == (4/(« - m( S / fSSyCov x^,^) ]
^/=1 / \ i j )

/(S,-JJU(o))» + o2/(«!xa)

(ii) the probability distribution function

H{t) = Prob [g < t], is given by .

H{t) = Prob
n

L ~ (" + 1) —(« —1) t) X(i) < 0 (10)

Froof. (i) follows from the expression (3) of g and Lemma I; and
(ii) from (3) and simplification.

The above theorem can be simplified in terms of the standardized varia
bles Z(r) derived from X(r) using Z(,) = (x(r) —(^)/a and noticing

o" Var(Z(r,) = Var(;cw).

Theorem 2 {Theorem I in terms of Z(r)'s)

(i) E(g)=2ci^ iE(zu))Kn(n ~1))
Var(g) = (2C/(n (« - 1)))MS S if Cov (z«), z(,))

+ - 2A S S/• Cov (z(o, Z(o))
' j

where C = Coefficient of Variation (ff/t^) and

A= (« + l)/2 + C S z E{zci))ln

(ii) H(t) = Prob [g < t] tends to

<^{{n{n~\)tlC-w,)lwy-)

where

®(;c)= J (I/(2n)'/Se-"2/«^„
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(normal probability integral),

wi = S (2/ -(«-!)<-(«+ D) £(z(o)
1=1

^,=22 (2/ - (« - 1) r - (n + 1) (2J -(n -l)t- (n + 1)

COV (Z(,), ZQ)).

Proof. Using Lemma 1, and expression (3) we find

E{g) = 2 S ,• ((X + cEiziiMnin - 1) /^) - (n + l)/(n - 1)

= (n(n + 1) + 2vS i E(zii)l(n (n - 1)[J.) - (n + l)/(n - 1),
= 2CS f£(^(i))/(«(n - D); , C = o/[i

Let us evaluate various terms in Theorem 1, expression (9)

S i E{X(,))IM= (n + l)/2 + C S /• E(z(i))ln —A say

S i £(x(i)) = nA(i

S S y Cov (*(/), :V(|)) = s S y Cov (/^ + czt,), iJ- + <r Z(/))
i J . ' J

= o* S S y Gov (Z((), Z(j))

S S / Cov (jC{o, *a)) = S S I Cov (z(o, Z(/))
i J . ' J - .

Thus the proof of (i) of Theorem 2 follows from Lemma I, and the
above expressions after substituting in Theorem 1.

To prove (ii) of Theorem 2, consider (ii) of Theorem 1

H(t) = Prob If < f]

= Prob [ 2^ (2/ —(« + 1) (« —.1) /) Xio < 0]

= Prob [S (2/ -(«+!)-(«- I) 0 ([A + oz(o) < 0]
/=l

= Prob [w < n (rt — 1) tjC]

where

w = S (2i - (« + 1) - (« - 1) t) ZM
M •
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Since w is a linear function of order statistics, the asymptotic distribution
of w may be approximated using normal distribution (see David [4],
p. 273; Hoeffding [3]). Rence

. H{t) tends to ® (('«(n — 1) r/C — Wi)lwY^)

where tvi and are the expectation and the variance of w respectively.
It is obvious from Theorem 2 that the moments and distribution of g

can be obtained if we know the expectation, variances and covariances
of Z(()'s. In the following section' we shall evaluate the expectations,
variances and covariances of Z(;)'s in terms of the distribution functions,,
especially for four chosen populations (Normal, Log normal, Uniform
ane Pareto distributions). This will require the representation of Q and
its derivatives with respect to pr in terms of the distribution functions.

3. Derivatives of Qr for Some Ctiosen Distribntions

1. Normal distribution (David [2], p. 81).

F(;c)= f (l/(2n)i/2(7)e-<('-»'""2'2 =
— C©

. = 0(z), z = {x- M)/a

At Fix) ==pr

Pr = ^iz(,r)) and Z(r) = <5"^ (pt)

Thus

Qr = QiPr ) = Zir) =

Derivatives :

Note ® (e ipr)) = Pr

differentiating above with respect to .

4- (Q (Pr) dQ(p,)ldpr =1

Qr = dQ(pr)ldpr = IM(6 iPr)) = 1/^ (Qr )
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where

= dQ]ldPr = -(</. (Qr))-' (- Qr <t> (Qr)) ' ^Qrldp,

= (0 (Qr)r'Qr </> (20 •0 we')) = (Sr))' •

Q^^\ = d(QM{Qr)y)ldp,
= Q]K<l>(Q'))^ + QrH-'2)l{<t>{Qr)y)id4>(Qr)ldQr)'dQ'ldp'

= (1 + 2QIW (6'))® -

QI'W = gr (7 + 6 Q«)/(^ (20)';
< '

2. Log normal distribution

F(x) = J (1/(«<T (2n)i/«)) e-(C»s du
0

= T* (l/»(2n)V*))
0 ,

= ®((log X — ®(z),

where z = (log * — (a)/®.

Thus the case oflog normal distribution can be derived on lines similar
to normal distribution case. . ,

3. Uniform distribution U{Q,\)

f(x)=^x Q^X<\

At F(X(r)) = Pr

X{r) = pr — Q(Pr)

Derivatives: Q) = 1, Q]^ = 2^ = Qf =

.161
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4. Exponential distribution

F{x) = 1 - e-»/® x, 9 > 0

At FCa'w =pr

We get

X(r) = - 0 log (1 - pr) = Q(p')

Derivatives ;

Q\=^{\-prY^

-6(1 _pr)-a

ei"= lea-/,')-"

e"" =-60(1-po-^

5. Pqfeto distribution

fix) = u a" x-"-^ {a, u> 0,,x> a)

FM = i fit) dl=i- (alx)-
a

For F(:)f(r)) =i7„ we get

^(0 = 0(1 - = eV)

Derivatives:

Ql = .(fl/M) (l

e" = - (a(l + «)/"*) (1 -

e;" = (fl (1 + ») (1 + 2u)/««)( 1 - prya^^")!'̂

= •- (a (I + „) (1 + 2«) (1 + 3m)/««) (1 -
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