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- SUMMARY

A procedure for obtaining the approximation of the _ﬁrst' two moments and
the probability distribution®of the sample Gini’s coefficient has been discus-
sed using some results on order statistics.
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Introduction

The measurement of inequality of income is often presented in terms

of the Gini’s coefficients or Lorenz’s concentration ratio (Kendall and

Stuart [4]; Kakwani [5]) estimated from the random sample from the
concerned population. The sampling distribution and the moments of the
sample Gini's coefficient will be useful for the comparison of income
inequalities across several populations. The moments of Gini’s coefficient
have been considered by Iyengar [6] for log normal population. This
paper attempts to provide results for any population in general.

Let .f(x) and F(x) denote respectively the probability density function
and distribution function of a random variable X (for e<ample, income)

" on a population II. Gini’s coefficient G for the population (distribution)

IT is defined as the ratio of absolute mean difference A and the mean @
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of the population. (Kendall and Stuart [4], p. 48.)

G=AGH . W
A= J -yl dd #
b= »_}:}f(x) dx

N
5

For estimating G consider a random sample X1, xg,;. .- , xn of size n from
the population II. The estimate 8 of G-is glven by the .ratio of unbiased

 estimates dof A and X of ».

g=3eH - @
where ) . | .
3= (Un(n— 'i.)').;\: 2 [ xg— % |
i 4
.*_: = (1/”) E_-x,
" It has been established that K '
E@y =4 . |
and Var (8) = (lln (n— 1)) (40"‘ + 4(n - 2) J—2 (2n - 3) A’)

where E( ) and Var (- ) stand for expectatlon and vanance respectlvely
. w1th respect to the populatlon I, and \

=73 JJx—ny—;uuvmﬂﬁawwz

= 4] (F — 00+ = ) GF < 4} dFG) + 2

< - R ; '
W) = | ufw)du |
olj is the vauance of X in the populatlon II.

It is evxdent that the evaluatlon of the variance of 8 mvolves an- mtegral :
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which could be compllcated and we will still require. the information on
covariance of 8 and ¥ for obtaining the variance of g.

.In Section 2 results are obtained for the variance and probability distri-
~ bution function of g using an alternative expression for variance of 3 and
the properties of order statistics. ‘

It is easy to note the algebralc 1dent1ty (Davxd [2], p. 216) .

(1/4)2_2_ %, -f'?j = _2 (t— (n + D/2) 20
i
where X S X <. < X(n) Tepresents the ordering of the sample

X1 Xz5.0 .+ 5 Xn ID increasmg order. Thus .

g=(n@mn—1)4 2_71 (@ —(n+ D2 x“,/(zx')'
=28/(n — 1) — (n+ D/(n — 1) ) . 3)

where

i

S = 2. lxm/ Z X =

i=

I'M=
[y

n
lxu')/_zl X(1)

= =

Simplification of the results for some specific distributions such as
Normal, Log normal, Uniform ‘and Pareto distributions has been suggest-
¢d in Section 3. . :

N

2. Main Results
‘We shall need-the following lemmas.

LemMa 1 (Kendall and Stuart [4], pp. 246-247). For random variables
X, and X,, an approximation far the expectation and variance of the
ratio x./x; are

E(xy/x;) = E(x1)/ E(xz)

Var Cerfxa) = (B B(xa))? (Var (xl)/(E(xn))’ | .
"+ Var (xz)/(E(xa))’ = 2Cov (e, x)/(E(x0) E(xa))) . -(4)

- LemMa 2 (David [2], p. 81). If xa) < X < v+« < X represent the
order statistics for the random. sample Xy, Xa, . . ., Xn Of size n drawn

. from population with distribution funetion F(x) and probability dcnstty

function f(x), then upto order - lln’ we have:the foliowing - D

t
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E(x@n)= Q:-Jr pede Q2 (n + 2)

+ pear [(gri— pr) O3 + prge QMV/8)/(n + 2 O

Var (¥ey) = prir (Q(n + 2)
+ pgr2gr — P Q; O, + prar (0 Q)7 + (2)Y2)]
‘ C m+2r. ()

Cov (%), X)) = P:ds O} O, [(n + 2)
+ Drqs [(qr—‘ pr) Q}.1 Q: + (qs - Ps) Q: Q:l ‘

+ pige O QY 12 + pods O V2 + pegs OF OV112]
' [n+ 20 (D)
where ' -
Po=rln+1), ¢=1—p
Q, = 0O(pr)
. F(Q) = F(Q(p,) = p,

QL = dQildpn O = d*Quldp} Q" = & Qildp}.

Q:.lu = d‘lQr/dP“»'

i

" These results upto order (# + 2)~? have been presented by David-and

Johnson [1]. .
We now have the main theorem.

THEOREM 1. .Against above background,

. S \ .
(i) the expected value and variance of the sample Gini’s coefficient g are
given by g ‘ S

B@) =2 3 Bl -1 W= @4 =D, (@)
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) n 2
Var(g) = (4tn — 1)) ( 2 iE(xu))/(np.)) (§ 24 Cov (s, %0 )

i=

[(Z i E(x@))* + /(i)

—23 i él Cov (xw, xq))/(ny-(?iE(x(()))) G

i=1 j

(ii) the probability distribution function

H(t) = Prob [g < tl, isgiven by
H) = Pr'ob[_ii:l' Qi—"(n+1) — (1 — 1) 1) %0 <‘o] (10)

Proof. (i) follows from the expression (3) of g and Lemma 1; and
(ii) from (3) and simplification. '

The above theorem can be simplified in terms of the standardized varia-
bles Zg) derived from x() using Zy = (x(-) — ®)/o and noticing

o? Var (Z()) = Var (x¢»).

Taeorem 2 (Theorem 1 in terms of Zgy's)

® E@ =2CE iE)nn— 1))

- i=1
Var (g) = (2C/(n (n — 1)) (2 £ ij Cov (s, 20)
. igJ-
+ 1M — 22 Z Z i Cov (29, zs)
tJ

where C = Coeﬁ‘icieﬁt of. Varialiqh (/) and
A= (n-+ D2+ C; i E(zqy)In
; /

(ii')” H(t) = Prob [g < 1] tends to '
O.((n(n — 1) 1]C — w)wi?)

where

() = [ (/I8 e gy
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(normal probability. imegral)- -

Wy = E (21 n—1t— (n + 1)) E(z(())

=?2(21— n—-l)t—(n+l)(2]—(n—-l)t—(n+l)

Cov (za), z)-
Proof . Using Lemma 1, and expression (3')' we ﬁnd
E(g) = 2%i e+ oEza))/(n(n — ) #) — (n + l)/(n - 1.

(n (n+ Du + 203 2 E(Zml(n (n—1Dw) = @@+ Dln — l),,{
=2CZi E(Zm)/(n m—1) - C= clu

Let us evaluate various terms in Theorem 1, expresswn )

Z i E(xqy)/(ne)= (n + 1)/2 + CZi E(za))/n = A say
ZiE(xp) =nmp L
2 2 ij Cov (x(x), X)) = E Z ij Cov (u + S2u + o z(,))

= c’ Z 2 1] Cov (Z(i), Z(J))

Z-E i Cov (x5, x(jj) =03 2 i Cov (zq), z(r))

Thus the proof of (l) of Theorem "2 follows from - Lemma 1 and the
above expressions after substituting in Theorem 1. - : :
To prove (ii) of Theorem 2, consider (ii) of Theorem I

" H(t) = Prob [g < t] .
—-Prob[ Z (21—(n+ D~ — l)t)x(1)<0]
= Prob [5 (i~ (n+ 1) — (0= 1) 1) + o) < O]

- = Prob [w < n (n “'1) t/C]

‘where

w =

}'.i.! -(21' —(+ 1) —(n— 1) t) ()
= . i o o




i
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Since wis a linear function of order statistiés the asymptotic distribution
of w may be approximated using normal dxstnbutlon (see David [4],
p- 273; Hoeﬂdlng[3]) Hence

H(t) tends to @ ((n (n — - 1) t/C — wy)/wi’2)
where w, and w, are the expectation and the variance of w respectively.

It is obvious from Theorem 2 that the moments and distribution of g
can be obtained if we know the expectation, variances and covariances

of Zyy's. In the following section’ we shall evaluate the expectations, |

variances and covariances of Zy’s in terms of the distribution functions,.
especially for four chosen populations (Normal, Log normal, Uniform
ane Pareto distributions). This will require the representation of Q and
its derivatives with respect to p, in terms of the distribution functions.

3. Derivatives of O, for Some Chesen Distributions
1. Normal distribution (David [2], p. 81).

F(x) = Ix (1/‘('21’1)1/z 0) e = 191512 gt = B((x = p)fa))
= <;-D(2), z=(x— #)lt; :
At F() = pr |
| pr = ®(zn) and Zg) = @7 (pr)
‘"Thus
0 =0 ) = 2 = O ()
Derivatives :' ' ‘
Note ©(Q(s) = pr
differentiating above with respect to }7, .

¢ (Q (p,) dQ(pv)|dpr =1 | .
Q; = dQ(p)ldp, = 14 (Q (p)) = 1/$ (Qr )

¥
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where :

<I= (Qr)— (ll(ZH)""‘

Q2I2

0" = erldpr —— o) (— 0, 4(Q)) - d0:ldpr

= (¢ (Qr)) ZQr¢(Q) (ll¢(Q’))—er(4>(Qr))2 '

o = d(Q,1(¢ () dpr
=0 (Q’))’ + 0, ((— 2)I(¢ (@) (d4> (@n]dQ2y) + d

=+ 2Q2)/(<i> (Q’))a
omr = 0 (7 + 6 09)/(¢ (@))* j.

" 2. Log normal distribution
: N x . . ks . . '
F() = [ (1/(us (2ID)H12)) ¢ (Coe e-p)Io32 gy
., 0 . . .
log x : -
= [ (1)a (QU)HB) e-u-w12 dy
.0 o

= @ (tog x — Ml = ®(2),

where z = (log x = p.)/c

.‘161'

dorlds

Thus the case of log normal dxstrlbutxon can be derived on ‘lines sxmllar

. to normal dlstrlbutlon case.
3. Umform distribution U(0, 1)
E(x)=x © . 0<x<l
- At F(xey) = pr

Xy =pe = o(p) o

" Derivatives : Q; =
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4. Exponential distribution

Fx)=1— ¢ - x,9>0
At F(x¢y = p: |
We get

X = —08log (1 —pr) = Q(p")

Derivatives :
0 = 8(1 —p)
p=—0(—p)*

M= 20(1 = pr)s

F
O = — 60 (1 — p)~t
S. Pareto distribution

f(x) =ifa';x"“1 (g, u>0,x > a)

F(x) = ‘{.f(t) dt =1-= (a/x)*

For F(x(,)') = p,, we get
Xy = a(l — p) 1 = g(pn)

Derivatfves :
N 7 Q: = .(alu).(l — pr)tw [u
Q:l = - (a(l + u)/u’) (l . pr)_(1+2u)lu

O = (@(1+ ) (1 + 20)fu)( 1 — pr)-arsadss

O == (a1 1) (1 26) (1 + 3" (1 = piy sremne
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